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- - @ iR @ Bias-variance Tradeoff @® Residual Plots and Outliers

o=intercept
Avariable that has a non-zero coefficient but is not included in a Compares residual against the realization of the explanatory

Definition S
Definition .
B=slope (regression coefficient) model. . i variables x.
{ Residual Plots

i i The omitted vari‘:able i.s correlated with the movement of the Application —————— It can be used to detect deficiencies in a model specification.

e=shock/innovation/error independent variable in the model
Omitted Variable Omitted variable bias
. . . . . . If the values are removed, it will produce large changes in the
The omitted variable is a determinant of the dependent variable Definition ———

. . estimated coefficients.
Stepwise regression

Biased and inconsistent estimates. Outliers Measures the sensitivity of the fitted values in a regression to
Effect dropping a single observation.

The estimated residuals are larger in magnitude than the true Identification ———————— Cook's distance (Dj)

shocks. Dj>1 — observation j has a large impact on the estimated model
parameters.

AY
AXy

Partial effect 31 =
e.g. Biis the effect of a small increase in Xiholding all other variables constant.
Dummy variables —— JERBIA, 2i€l (BAR0, BAR]L)

1
o Linear relationship between Y and explanatory variables with 1
unknown coefficients. 1
1

Essential restrictions of linear regressions @  Error must be additive. N @ #miRER

Smaller model — higher bias, less estimation
Low Variance High Variance e rr.o r.' .
4
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The random variables (Yi, X1i,...,Xki) are assumed to be iid. ’ { General-to-specific (GtS) model selection

[ ~ 2 e e
~ Homoskedasticity. - = plas ar —  Methods of choosing mode
® kedastici ) Tradeoff E|(8 -8, Bias?(9) + Var(d hods of choosing model
No outliers 7 m-fold cross-validation ® Multicollinearity

Var(X) is positive.

© Allexplanatory variables must be observable. @ Allvariables must have positive variances.

Constant variance of error conditional on the explanatory

variables.

Sample Selection bias Definition ——————— One of the variables perfectly explained by the others.
Perfect collinearity {

Larger model — lower bias, less precise
estimated parameters; ®

o ! . Definition One or more explanatory variables can be substantially
Dlstlr:gUISh - explained by the others.

Simultaneity bias Effect ——————— Produces division by zero in the OLS estimates.

Assumptions <

E[€]|X]=0 (mean independence) ———— Violation
Omitted variables

Attenuation bias !

® ETOLSKIRAR, Fstepwise regression 1% Definition —————— Avariable that is included in the model but is not needed. v The coefficients are jointly statistically significant and small

pm——————————
N o o o o o e e

individual t-statistic.
Data are realization from iid random variables. ) Property True coefficient of 0 and consistent in large samples. Multicollinearity —— Effect
Extraneous Included Variables Effects estimator's efficiency

. . ‘A
No outliers Smaller adjusted R-square.
Effect { Ignore the issue.
Larger standard error. B “— Solution {
BN G5 @i (oLs) -

Unbiased and Test whether at least one slope coefficient is significantly

o . . . ‘T
jointly normal distributed @ - different from zero.
, -
@ Heteroskedasticity
— Hy:py =P, ==p=0 - _
Dependent Variable

_ Cov(xY) Hy:B; #0 "
Var(X) ] “

Estimators — (TSS—RSSy)/K -
RSSy/(m-Ky-1) = Kmn—K-1

Y - BX ) - / Definition 4[V[gi|X1i! Xz,‘_, ...,in] = UZ(X) ]7 — HRENMARE

“— Multivariate confidence intervals

Remove multicollinear variables from the models.

TRETFH &N

S @® {81838 (Inference and Hypothesis Testing)
15

Independent Variable
= , _ ESS RSS
Formula— — R =—=1-——€][0,1
(_ UD. TSS TSS [ ) ]

f[“ wus Ho:f=Fo, Hhi:p *ﬁ’o] — SR, B AR, R TR

— Properties —————— Linear regressions with a single explanatory variable, R? = p)Z(Y

] I . ‘o B=Bo ' A
o aRTHitE  test statistic T = —= C . A — Vi
r B se.(B Adding a new variable to the model always increases R?. onseaence t ﬁ%%ﬁ& ’ bj E@*E@ﬁ%Z:@Eﬁ o

\— Limitations R2 can not be compared to across models. \__ Different form of asymptotic distribution of estimated
parameter.

M ©  HERRIE EBLRERIR Analysis of Variance Table

Degrees of There is no such thing as a "good" value for R?. . o o’
Source sum of square eedom Mean square Fstatistic 8 8 1. Ignore the heteroskedasticity when estimating the parameters 154 % i&ﬁ"i%ﬁ
and then use heteroskedasticity-robust (White) covariance _:‘?« JiE
estimator in hypothesis tests. wss®®

G _v M2 D
Explained sum of squares | ESS=3" | (¥; = V)2 k

— O ‘g 2 _ 1 _ RSS/(n—k-1) _

092 & - TSS/(n—-1)
. . . . MSE=—A——
1-c confidence interval contains the set of null hypothesis values nk=1

that are not rejected when using a test size of c. Total sum of squares Tss=Y, (¥~ V)

‘l---l----.-.......-----------------------------l‘

Solution

Residual sum of squares RSS=Y1, (Y; = ¥)?

2. Transform the Data

~ Confidence Interval

Adjusted RA2<RA2

3. Use Weighted Least Square (WLS)

Properties Adjusted R"2 can be negative

[ e.9.90% CI for B is [ — 1.645 x s.e. (), B + 1.645 x s.e. (B)] ]

Adding a regressor has two opposite effect, adjusted R*2 can
increase or decrease.
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